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ABSTRACT
Synonym expansion is a technique that adds related words to search
queries, which may lead to more relevant documents being re-
trieved, thus improving recall. There is extensive prior work on
synonym expansion for web search, however very few studies have
tackled its application for email search. Synonym expansion for pri-
vate corpora like emails poses several unique research challenges.
First, the emails are not shared across users, which precludes us
from directly employing query-document bipartite graphs, which
are standard in web search synonym expansion. Second, user search
queries are of personal nature, and may not be generalizable across
users. Third, the size of the underlying corpora from which the
synonyms may be mined is relatively small (i.e., user’s private email
inbox) compared to the size of the web corpus. Therefore, in this
paper, we propose a solution tailored to the challenges of synonym
expansion for email search.We formulate it as a multi-view learning
problem, and propose a novel embedding-based model that joins
information from multiple sources to obtain the optimal synonym
candidates. To demonstrate the effectiveness of the proposed tech-
nique, we evaluate our model using both explicit human ratings as
well as a live experiment using the Gmail Search service, one of the
world’s largest email search engines.
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1 INTRODUCTION
When using a search engine, users expect that their (usually very
short) queries will be sufficient to retrieve desired and relevant
information. In practice, this requires the search engine to bridge
the semantic gap between the relevant document text and the query
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text. Query expansion, which is the process of reformulating a query
to improve matching, has been proposed as an effective method for
bridging this gap [24, 50]. Common techniques for query expansion
include synonym expansion, word stemming, correcting spelling
errors and term re-weighting.

Synonym expansion is an important query expansionmethod [45,
58]. Synonym expansion adds related words to search queries, aim-
ing at bridging the semantic gap and retrieving more relevant doc-
uments. These documents would otherwise not be retrieved by the
original query, and thus, synonym expansion can positively affect
the document recall.

There is extensive prior work on synonym expansion for web
search [20, 37, 50, 52], where abundant information can be utilized,
including the entire web corpus and search logs. For example, many
techniques rely on the bipartite query-document click graph to
expand the query [19, 20, 52, 64]. Most recently with the success
of embedding-based methods and deep learning techniques, query
expansion has been further improved by considering terms that are
close in the embedding space [22, 41, 54].

Compared with the large amount of prior work on synonym
expansion for web search, the research on synonym expansion for
email search is still at a nascent stage [41]. This is despite the fact
that a large number of users are relying on email search on a daily
basis to access their emails [13, 59]. It is not uncommon in the
email search setting for users to type a query, hoping to retrieve an
email they once saw, with no result being returned. In this situation,
users exert mental effort to come up with the right set of keywords,
experiment with various queries, and many of them finally give up,
which ultimately leads to user dissatisfaction and frustration with
email search [13].

This situation calls for more research efforts to improve the
email search experience, with synonym expansion being one of the
most important techniques. However, several challenges need to be
resolved to enable successful application of synonym expansion to
email search. First, emails are not shared across users. This results
in sparsity of click information, posing difficulties for methods that
rely on clicks to derive synonyms. This sparsity also makes it almost
impossible to build a query-document bipartite graph, which is a
standard approach in web search synonym expansion [2].

Second, user search queries are of personal nature, and may not
generalize across users. Unlike web users who are more likely to
use similar queries to access the public web corpus, users in email
search may compose totally different queries to retrieve documents
from their own corpus. For example, an email user might issue
a query like john smith schedule to retrieve an email about John
Smith’s schedule, while most other users would have never issued
this query. This query sparsity problem introduces many long-tail
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queries, making it difficult to use expansion methods that directly
rely on data aggregation across queries.

Third, compared with the size of the public web corpus, the size
of each individual private corpus is much smaller. This hinders
mining synonyms directly from the underlying corpus [5], and
further exacerbates the data sparsity problem.

Finally, due to the sensitive nature of private data, it is impossible
to apply the various mining and learning techniques directly to the
private queries and documents, as doing so could leak potentially
sensitive information. Instead, to preserve privacy, we only use a
limited number of n-grams from each query and email subject. No
information from email body is ever processed. Moreover, each n-
gram we use is k-anonymized, that is, it should be frequent enough
to be contained in query logs of sufficiently many users [3, 21].
In addition, the maximum size n of the n-grams is set to a very
small value, and only a set of frequent n-grams can be used with-
out sequence information. All of these strict requirements protect
users’ privacy, while drastically reduce the amount of information
available for learning.

As a workaround to these constraints, we might consider di-
rectly employing synonyms derived from a public external source,
e.g., WordNet [58]. However, such an approach may not always
be optimal for email search, which may contain specialized and
idiosyncratic vocabulary. In addition, there may be a shift in seman-
tics when moving from public to private domains. For instance, the
synonyms for the term target in WordNet are terms like aim, mark
and prey. However, when issuing the query target invoice in email
search, most people intend to retrieve orders from the Target store,
rather than documents that mention these WordNet synonyms.

Accordingly, to address all of the aforementioned challenges, we
propose a novel multi-view embedding-based model that joins in-
formation from multiple information sources to obtain the optimal
set of synonym candidates, and empirically evaluate this model
using both offline data sets and live experiments via Gmail Search,
one of the world’s largest email search engines.

For offline evaluation, we consider a list of strong baselines,
which either rely on external publicly available resources, or email
search logs, including embedding basedmethods and classical query
expansion methods that are based on click graphs.

For online experiments, in addition to comparingwith the strongest
baseline from offline evaluation, we include the synonyms used
by Google Web Search as an additional, highly competitive, base-
line [43]. This is a comprehensive list of synonyms developed for
decades at Google; the synonyms were derived by various propri-
etary state-of-the-art algorithms that are based on user sessions,
clicks, etc.

The detailed contributions of this paper are as follows.

• We propose to address the data sparsity challenge by em-
bedding queries into different search contexts, so that the
queries can be viewed from different perspectives. Specifi-
cally, we represent queries by their clicked documents, users
who issued them, and neighboring queries in a search ses-
sion. In this way, different views of search activity provide
complementary information, alleviating the sparsity prob-
lem.

• To fully utilize the information from each view, we specifi-
cally design an embedding-based model, which is able to dis-
cover both syntactically and semantically related synonyms.
We then join the information learned from each view via
label-propagation based filtering and learning-to-rank.

• We empirically evaluate our models, and demonstrate that
the synonyms discovered by our model significantly outper-
form the candidate synonyms found by strong, both publicly
available as well as proprietary, baselines in both offline
evaluation as well as in a live experiment using one of the
world’s largest email search engines.

It is also worth noting that though we focus on email search in
particular, our proposed method is general enough to be applied
to other personal search scenarios, including (but not limited to)
cloud file storage, mobile device data and personal media search.

2 RELATEDWORK
Query expansion has been extensively studied in the information
retrieval literature [15, 53]. It broadens queries by adding additional
terms or phrases to improve recall and precision. Synonym expan-
sion, as an important component of query expansion, has attracted
the attention of the research community. Our work is focused on
embedding-based synonym expansion for email search, which can
be easily applied to personal search. It is broadly related to three
research fields: (a) query expansion for general search applications,
(b) deep learning for query expansion, and (c) query expansion for
personal search. In what follows, we provide a brief survey of these
research fields.

2.1 Query expansion for general search
applications

One common technique to find synonyms is to use a thesaurus, e.g.,
WordNet [29, 45, 58]. These curated knowledge resources can be
used to find semantically similar terms to the query. Correlations
between terms can be extracted from the document corpus itself as
well [37, 50]. Search logs have been another important source to
mine various types of information: queries in one session are likely
to be related [25, 34, 39], clicked documents can be used to extract
the expansion terms [20, 52], and query-click bipartite graphs can
be constructed to find more terms [2, 16]. Another technique for
query expansion utilizes the retrieved documents of a query for
relevance feedback [19, 55] or pseudo-relevance feedback [18, 62].

2.2 Deep learning for query expansion
Deep neural models have been successfully applied to the domain
of information retrieval [48, 66, 67]. Many models based on deep
learning techniques have been developed for ranking based on click-
through data [8, 35, 44, 56]. There are also a few attempts to apply
embedding based approaches for query expansion. The general
idea is that words with similar embeddings could be related, and
synonyms can be discovered based on a similarity threshold using
machine learning. In [42, 54], word2vec [47] is directly applied to
the entire document corpus for query expansion. Diaz et al. [22]
demonstrate that a word2vecmodel trained on documents related to
the topic of the query achieves better performance than one trained
on the global corpus. Grbovic et al. [30] proposed a context-aware



embedding approach for query rewriting in sponsored search by
treating a search session as a “sentence” and queries within the
session as “words” along with word2vec techniques. Similar to
relevance feedback, similarity functions can be learned to make
queries and relevant document terms lie close together [57]. Term
embeddings have also been explored to re-weight query terms [68].
Moreover, He et al. [31] proposed using sequence-to-sequence mod-
els to generate query rewrite candidates.

2.3 Query expansion for personal search
Most of the methods described above are most commonly studied
in the web search setting. Recently, personal search (e.g., email
search) attracted the attention of the information retrieval research
community [3, 13, 59]. However, there is very little published work
on query expansion in the personal search setting. Kuzi et al. [41]
were the first to explore the direct application of word2vec [47] to
the content of the personal mailbox of each user, together with a
comparison to other classical expansion methods, e.g., probabilistic
translation models and pseudo-relevance feedback. Other work
on personal search employs classical expansion methods in the
scenario of query auto-completion or spelling correction. In the ab-
sence of query logs, [5, 33] rely on email content to extract related
terms for query auto-completion. In [14], a learning-to-rank model
is trained on features from the query log of an individual user and
users with high demographic similarity. Bhole et al. [6] propose a
spelling correction algorithm that generates corrections directly
from users’ own mail data.

The novelty of this work, as compared to prior research, is that
we design a comprehensive end-to-end framework that specifi-
cally addresses the challenges of data sparsity and anonymity in
email search, and that is able to learn from user interactions. We
formulate our framework in a multi-view learning setting, where
embeddings from multiple user interactions (click, query session,
user distribution) are combined in a unified model.

3 EMBEDDING-BASED SYNONYM
EXPANSION

In this section, we will present embedding-based synonym expan-
sion for email search. Our approach has three steps: learning from
multiple views, label propagation filtering, and candidate ranking.
The general framework of the approach is shown in Figure 1. Since
our main focus in this paper is on the email search scenario, we
shall use the terms email and document interchangeably. However,
it is important to note that the approach discussed here can be
easily generalized to other personal search scenarios.

Note that the privacy constraints of the email search scenario
set two important limitations on the proposed methods. First, we
cannot build personalized models for each user. Therefore, we only
consider global models that are applicable across users in this paper.
Second, our methods operate over sets of k-anonymized n-grams,
rather than complete text sequences, which precludes us from using
sequence learning techniques like recurrent neural networks [32].

N-gram from view 1Query n-gram

Embeddings

Context predictionSimilarity prediction

Label 
propagation 

filtering

Candidate Generation 
from multiple views

View 1

View 2

…

Candidate 
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Figure 1: The proposed general framework of synonym ex-
pansion in email search, where terms are learned from dif-
ferent views of the data.

3.1 Learning from different views
Data sparsity is an intrinsic problem of email search [3]. To combat
data sparsity, for each term, we learn multiple representations from
different views, and then synthesize these representations. Specifi-
cally, we use three views: click, query session, and user distribution.
The learning method is similar when modeling each of these views.

3.1.1 Generalization of emails and queries.
Before diving into the details of our methods, we need to point out
that both emails and email search queries contain sensitive private
data: email bodies are not allowed to use, while queries and email
subjects can only be used with special treatment. Furthermore,
email queries and emails do not generalize across users [3]. To
solve these problems, we employ an attribute parameterization
method proposed by Bendersky et al. [3], which enables effective
usage of cross-user interactions in personal search. Specifically, we
first extract all word n-grams (for n = 1, 2, 3) from queries and
email subjects. Among these n-grams, we only keep frequent ones
while dropping infrequent ones. We say an n-gram is frequent
if it appears in query logs of sufficiently many users. Finally, we
represent a query by its longest frequent n-gram and an email by a
very small set of frequent n-grams appearing in the email subject.
For example, the query “bob weekly schedule” will be represented by
“weekly schedule”, and the email with subject “Friday lunch invitation
for Alice!” will be represented by [“friday lunch”, “lunch invitation”].

Formally, the list of frequent query n-grams from the entire
data set is denoted by [q1, ..., qN ], where N is the number of fre-
quent query n-grams. The i-th query n-gram qi is composed of
a sequence of words [q1i , ...,q

|qi |
i ], where |qi | is the length of qi .

Similarly, the frequent document n-grams from the entire data set
is represented by [d1, ..., dM ], whereM is the number of frequent
document n-grams. The j-th document n-gram dj is a sequence of
words [d1j , ...,d

|dj |
j ].

3.1.2 Lexical similarity of synonyms in email search.
Unlike the synonyms that one can find in a dictionary, email search
synonyms may often be lexical variations on the original query
n-grams. For example, emails from the H&M clothing company are
often most retrievable by term hm (as the company domain name is
hm.com). Thus, for search purposes, a good synonym for h&m is hm.



Also, quite often we see users misspell their queries. E.g., we would
want to add “Amazon” as a synonym to query “Amazin”, in case
this misspelling is not detected by a standard spelling correction
system.

To account for this lexical similarity, we experimented with
adding edit distance as a feature. However, this does not work well
in practice because machine learning models tend to rely heavily on
edit distance and ignore other signals. We found that a preferable
way is to learn subword information by embedding character n-
grams [7]. In this way, a word is represented by the sum of its word
embedding and character n-gram embeddings. For example if we
consider character n-grams of size 2 and 3, then for the word h&m,
we not only embed h&m itself, but also take into account character
n-grams [ h, h&, &m, m , h&, h&m, &m ], where denotes word
boundaries. In experiments, we use character n-grams of size from
3 to 6.

3.1.3 Learning from queries and email clicks.
We first describe our model in the view of queries and email clicks.
How to generalize this model into other views will be specified later
on. From a high level, the model is an instantiation of the graph
depicted in Figure 1. One n-gram from a query and one n-gram
from an email are fed into the model, in which they go through an
embedding layer, trained for two tasks: similarity prediction and
context prediction. Below we give a detailed description of the two
tasks.

Similarity prediction. In the context of queries and email clicks,
similarity means whether a query n-gram is similar to a document
n-gram. For a query and document n-gram pair, we set the ground-
truth label as positive if the document n-gram is from a clicked
document of this query, otherwise we set the ground-truth label as
negative. We denote the embedding vector of word i by zi (which
already is a sum of word embeddings and character n-gram embed-
dings as described above). The predicted similarity ŷsk for the k-th
example is:

ŷsk = ϕ(zq1
k
, ..., z

q
|qk |

k
, zd1

k
, ..., z

d
|dk |

k
), (1)

where ŷsk ∈ [0, 1], ϕ(·) is a neural network that takes as input
the embeddings of words from both the query n-gram qk and the
document n-gram dk of the k-th example, zqik is the embedding of
the i-th word qik in qk , and zd jk

is the embedding of the j-th word

d
j
k in dk .
Given a set of training data {qk , dk ,ysk }, where ysk ∈ {0, 1}

denotes no-click or click, we minimize the cross entropy loss:

Ls = −
∑
k

(
ysk log ŷ

s
k + (1 − ysk ) log(1 − ŷsk )

)
, (2)

We use a multi-layer perceptron (MLP) as an instantiation of the
neural network, which is fast and effective for short phrases. In our
experiments, embeddings for both a query n-gram and a document
n-gram are simple sum-ups of embeddings of words in the n-gram,
respectively.

Note that more advanced models like recurrent neural networks
[32] are not applicable to our case because of privacy concerns –

we are only able to use a very limited number of frequent n-grams
from email subjects, with no sequence information preserved.

Context prediction. Although similarity prediction learns repre-
sentations of n-grams effectively, it may not learn representations
of individual words equally effectively. This is because with sim-
ilarity prediction, the training signal of one example (document
n-gram, query n-gram) is always backpropagated to multiple words
(unless the n-gram is a unigram). To bring more information into
each word, we employ word2vec-style training [47]. That is, we
embed each query word into the context of clicked documents and
vice versa. Formally, the context ck = {w |w ∈ qk ∨ w ∈ dk } of
the k-th example is a set of words from either the query n-gram
qk or the document n-gram dk where the ground-truth similarity
label ysk is positive. We treat any pairs of words cik and c

j
k from

the context as positive examples and sample negative examples
randomly from the dictionary. Using the binary logistic loss, the
negative log likelihood is:

log
(
1 + exp(−s(zc ik , zc jk

))

)
+

∑
n∈Nck

log
(
1 + exp(s(zc ik , zn ))

)
, (3)

where Nck is a set of negative examples sampled from the vocabu-
lary, and the score function s is simply the inner product s(zi , zj ) =
z⊺i zj . Denote the logistic loss function by ℓ : x 7→ log(1+ exp(−x)),
we minimize the loss for context prediction:

Lc = −
∑

k,ysk=1

∑
c jk ∈ck

∑
c ik ∈ck

(
ℓ(s(zc ik

, zc jk
))

∑
n∈Nck

ℓ(−s(zc ik
, zn ))

)
,

(4)
where k is the k-th training example.

During training, the tasks of similarity prediction and context
prediction are optimized jointly:

L = Ls + Lc , (5)

Summary of the model. Amore detailed model structure is shown
in Figure 2. A word’s embedding is a sum-up of the embeddings of
the word itself and its character n-grams; an n-gram embedding
is a sum-up of the embeddings of its words; a query n-gram and a
document n-gram are concatenated and fed through dense layers
to make a similarity prediction. At the same time, similarly to
word2vec, each word takes turns to predict all the other words as a
context prediction task. The embedding matrix for the two tasks is
shared, so that the embeddings can be simultaneously optimized
by both tasks.

3.1.4 Modeling with multiple views.
The private nature of email search imposes several important data
sparsity challenges [3]. As mentioned in Section 1, we only use
very limited number of k-anonymized n-grams from email search
queries and email subjects. We do not use any information from
the email body, nor any sequence information from email subjects.
Under these strict constraints, the information we can obtain from
the queries and email clicks view is very sparse.

To reduce information sparsity, we extend our embedding model
using a multi-view paradigm [28], which could incorporate addi-
tional data sources into our model. Specifically, we incorporate
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Figure 2: Model structure using the click view as an example.

two more data sources into our model, and we call them the query
session view and the user distribution view.

Query session view. To build a query session view, we divide a
user’s search query sequence into sessions. Two queries belong
to one session if the time interval between them is smaller than a
threshold (which is set to 5 minutes in our experiments). Though
there are more advanced methods to divide query sequences into
sessions [38], they are difficult to apply in practice in email search,
due to the aforementioned privacy constraints. We also find that our
simple session definition works well for the email search scenario.

Our query session view is built on the assumption that queries
in the same search session are very likely to carry the same search
intent, which could be useful for finding synonyms. To use query
session information in our model, for the similarity prediction task,
when two query n-grams occur in the same search session, the
label is 1; otherwise, the label is 0. For the context prediction task,
each query word is embedded into the context of words from query
n-grams that are from the same session.

User distribution view. The intuition of the user distribution view
comes from recommender system research [51] – similar users issue
similar queries. Following this intuition, we project both users and
queries into an embedding space, and measure their similarity in
this space. Specifically for the similarity prediction task, when an
n-gram is issued as part of a search query by a user, the label is 1;
otherwise, the label is 0. For the context prediction task, we embed
each query word into the context of users who issued this query.

Using user distribution for similarity prediction can be connected
to the Matrix Factorization model [40], which seeks to find a low
rank approximation to the sparse query-user matrix by minimizing
the cross entropy loss on the known elements. The query-user
matrix sets a known element (q,u) to value 1 if a user u issued a
query that contains n-gram q.

We summarize the similarity and context prediction tasks of all
the three views in Table 1.

3.1.5 Candidate generation.
We return a merged list of candidate synonyms from all of the three

views. Specifically, for a query n-gram, the candidate synonyms
are the top K n-grams that lie closest in an embedding space of
each of the views, as its candidate synonyms. The closeness metric
is simply defined by the cosine similarity of the n-grams in the
embedding space.

3.2 Label propagation filtering
Synonyms found by the multi-view embedding models may be
noisy if directly used for query expansion. One problem is that se-
mantically similar n-grams may not necessarily be good synonyms.
E.g., n-grams like Amazon shipping and Ebay shipping are semanti-
cally similar, but adding Ebay shipping as a synonym to Amazon
shipping would most often lead to bad user experiences.

As the problem is caused by misalignment between semantic
similarity and query expansion for search, it can be solved by taking
into account search behavior. Specifically, we can count neighbor
similarity between n-grams in a click weighted graph. Figure 3
shows such a graph built between query n-grams and clicked docu-
ment n-grams. The intuition is that synonyms are closer and share
more neighbors in such a graph.

One option is to add a neighbor-similarity based loss during the
process of embedding learning, like the method proposed in [10].
But as a soft constraint, neighbor-similarity based loss still leads
to noise due to the tradeoff between itself, the similarity prediction
loss and context prediction loss presented earlier. Therefore, we
choose to apply a hard, post embedding training filter based on
neighbor-similarity. For the example shown in Figure 3, Amazon
shipping shares more neighbors with Amazon tracking than with
Ebay shipping, and is therefore closer to Amazon tracking.

Specifically, we use label propagation to measure neighbor sim-
ilarity between two n-grams in the bipartite graph [4, 60]. Label
propagation is a graph-based semi-supervised learning algorithm
that iteratively propagates labels from nodes to neighboring nodes.
To do so, we create an edge and assign edge weight from n-gram a to
n-gram b based on the number of clicks, and we set the initial label
of each node as the n-gram it represents. After label propagation,
each node in the graph will be labeled by a set of propagated labels



Table 1: The summary of different views.

View Similarity Context
Click Subject n-gram is clicked for a query n-gram Embed a query n-gram with the clicked subject

n-grams
Query session Two query n-grams are in the same search session Embed a query n-gram with query n-grams in the

same session
User distribution User issued a query n-gram Embed a query n-gram with the users who issued

this query n-gram

Amazon confirmation
Amazon shipping

Amazon tracking

Query n-grams N-grams from clicked 
documents

Ebay shipping

Ebay tracking

Amazon login

Ebay login

Ebay confirmation

Shipping

Figure 3: Noise filtering based on the bipartite graph of
query-clicks.

(in our case, n-grams), together with label weights. This enables us
to measure similarity of two n-grams by cosine similarity of their
labels. Now given a query n-gram and a candidate synonym, we
discard the synonym if similarity is nonpositive.

3.3 Candidate ranking
In order to make the results more robust, we ensemble the results
learned from each view by learning-to-rank techniques. To cre-
ate ground-truth labels for rankers, we randomly sample a set of
query n-grams, and manually label the relevance of their synonym
candidates pooled from all three learning views. The features fed
to a ranker are cosine similarities of embedding vectors of query
n-grams and candidate synonyms from each view, cosine similarity
values based on propagated labels, and two additional properties
for each synonym candidate. The two properties are: (1) the issue
frequency, and (2) the number of emails returned in the past month
to queries containing the synonym candidate. The objective is to
promote the ranking of synonym candidates with higher relevance.

4 EXPERIMENT SETUP
This section describes our setup for the competing methods, the
data sets, and the evaluation metrics. We first describe the setting
for offline experiments, followed by online ones.

4.1 Baselines
For offline experiments, we compare with a list of baselines.

WordNet. In order to compare with synonyms derived from
external resources, we utilize WordNet [29, 45, 58], where “synsets”
can be used as synonyms. Following [1], for n-grams with n > 1,
multiple synonyms are created by substituting one of the words in
the n-gram with one of its synonyms from WordNet.

There might be other external resources where synonyms can
be mined. However, comparing synonyms from general external
resources with synonyms derived from email search is not the fo-
cus of this paper. The reasons are twofold. First, there is a shift in
semantics from email search to general scenario search, resulting
limited applicability of general external resources. Recall the target
example we have in Section 1, where target in email search most
often refers to the store, rather than goal. Second, in our online ex-
periment, we measured improvement over Google’s web synonyms,
which is already a very strong baseline of general synonyms.

DESM. The Dual Embedding Space Model (DESM) [49] trains
an embedding model on the Bing query corpus. The trained em-
beddings are publicly available1. We report the performance of
the IN-OUT configuration of the DESM model, which has the best
performance in the original paper.

Label propagation. Query expansion using query-click bipar-
tite graphs has been proven to be an effective method [2, 16]. As
users do not share their private documents, instead of building
the graph on clicked document, we build the graph between fre-
quent query n-grams and frequent document n-grams, where label
propagation can be performed. This follows the same procedure as
described in Section 3.2.

Clicks, Users, Sessions. Individual embedding models learned
from each view represent strong baselines that utilize the informa-
tion of clicks (or relevance feedback), user interactions, and search
sessions, respectively.

Rank fusion. Instead of using learning-to-rank techniques to
join information from different views, we employ an unsupervised
method – Reciprocal Rank Fusion (RRF) [17], which has been shown
to be very effective in combining the rankings from multiple IR
systems.

4.2 Variants of our methods
To use learning-to-rank methods to ensemble the results from differ-
ent views, we experiment with all methods provided by the RankLib
library. 2 These methods serve as different instantiations of our
synonym expansion framework. We use the names of the learning-
to-rank methods to refer to different instantiations. They are Lamb-
daMART [61], RankBoost [26], MART [27], ListNet [12], Ran-
dom Forests [9], AdaRank [63], Coordinate Ascent [46], and
RankNet [11].

As noted before, we use MLP as our neural network model. Due
to privacy concerns, more advanced models like RNNs [32] are not

1https://www.microsoft.com/en-us/research/project/
dual-embedding-space-model-desm
2https://sourceforge.net/p/lemur/wiki/RankLib/

https://www.microsoft.com/en-us/research/project/dual-embedding-space-model-desm
https://www.microsoft.com/en-us/research/project/dual-embedding-space-model-desm
https://sourceforge.net/p/lemur/wiki/RankLib/


applicable to our case – we can only obtain a few frequent n-grams
from email subjects, without preserving sequence information.

4.3 Data sets
We use one month of search logs obtained from Gmail consumers.
The synonyms found by all methods (except for WordNet and
DESM) are derived from this log. The raw queries contain 1.56
words on average. From each raw query, we extract at most one
frequent n-gram (if there is), whose average number of words is
1.25. The number of n-grams extracted from each email subject is
2.31 on average. As noted before, email body cannot be used.

To judge the relevance of candidate synonyms, some work uses
these synonyms to rerank documents. This is not an ideal option for
us, as we want to evaluate whether the newly found synonyms can
be used to retrieve more relevant documents, rather than reranking
retrieved documents. However due to privacy issues, we cannot
annotate the relevance of newly retrieved documents manually. So
we decided to evaluate the effectiveness of synonyms in the retrieval
system only through online experiments. In the offline setting, we
use human experts to judge the relevance of query-synonym pairs.

The annotation process is as follows. We randomly sample 250
frequent query n-grams, and pool synonyms of these n-grams pro-
posed by all the methods. We first set aside 10 queries (which
contain about 200 query-synonym pairs) for four human experts
to assess rater agreement. We compute Cohen’s kappa between
all pairs of raters, and reach a Kappa score of 0.62105 on average.
Scores that fall between 0.61 and 0.80 are described as substantial
agreement. Since this agreement level is acceptable, we assign each
rater a set of queries so that all queries will be judged by three raters.
We exclude non-English queries and queries without positively la-
beled synonyms, resulting in a final set of 5,859 synonyms (which
belong to 177 unique query n-grams). The label of a synonym is
the sum of binary labels given by each rater. So the label value
ranges from 0 to 3, allowing us to use metrics that consider graded
relevance.

4.4 Evaluation metrics
We use Normalized Discounted Cumulative Gain (NDCG@5) as
our main evaluation metric for offline evaluation [36]. This popular
IR metric considers both the rank of relevant documents in the
predicted order and their graded relevance. To gain further insight
into the behavior of methods, we calculate precision and recall.

4.5 Hyper-parameter setting
Since we are working on an unsupervised task, we do not have an
evaluation set to tune hyper-parameters. Therefore, all the hyper-
parameters are set to their recommended values. The MLP neural
network used in our model uses tanh as the activation function, and
has three dense layers of size 64, 32 and 16, respectively. It optimizes
towards a loss function specified in Eq. 5 using AdaGrad [23] as
the optimizer. The embedding size is set to 64. The initial learning
rate is set to 0.05. For character n-grams, we use n from 3 to 6. For
each query, we select up to top K = 10 candidate synonyms from
each of the competing methods.

4.6 Setup for online experiments
Online experiments allow us to evaluate the true effectiveness of
the found synonyms by observing user click behavior on retrieved
documents. When these (query n−дram, synonym) pairs are served
in live experiments, a synonym will be automatically added to
a query if the query contains the query n-gram. We select two
methods for live experiments – the strongest baseline and our
proposed method in its strongest configuration.

All the live experiments include the synonyms used by Google
Web Search [43]. This is a comprehensive list of synonyms devel-
oped for decades at Google; the synonyms were derived by various
proprietary state-of-the-art algorithms that are based on clicks,
user sessions, etc. This ensures that even if no new synonyms are
added by our methods, synonyms found by web search, if present,
will still be added to a query. This setting (a) guarantees that our
model is competitive in a production setting, and (b) validates our
hypothesis that our synonyms are sufficiently different than those
that could be mined from the web corpus.

We will then have three groups of experiments: (1) the control
group, where only web-based synonyms are added; (2) treatment
group 1, which includes synonyms from the web and 4, 000 top syn-
onyms ordered by the score of the strongest baseline; (3) treatment
group 2 with synonyms from the web and top 4, 000 synonyms
from our proposed method. Each group will be tested separately
on a large amount of traffic of the Gmail Search service.

The metrics used in live experiments are Click-through Rate
(CTR) and Mean Reciprocal Rank (MRR), which are commonly used
metrics for email search [3]. Given N queries, MRR is defined as:

MRR =
1
N

N∑
i=1

1
ranki

(6)

where ranki is the rank of the first clicked document of the i-th
query.

Note that we are limited to a single-click metric (MRR), rather
than a multi-click metric like NDCG. This is due to the nature of
our search setting – Gmail search overlay presents a ranked list of
search results as the user types, and a single click on any of the
results will take the user from the search overlay to the clicked
email, concluding the search session. Hence MRR is used as the key
metric in various studies for Gmail Search [3, 59, 65].

5 EXPERIMENT RESULTS
5.1 Overall performance in offline experiment
We randomly divide our annotated dataset into 10 folds. Each fold is
used once as the test set, with the remaining 9 folds compromising
the training set, and we report the performance averaged over 10
folds. The overall performance is shown in Table 2.

We first focus on NDCG@5, the major metric that compares per-
formance. All configurations of our proposed methods outperform
the baselines. This shows that utilizing labeled data to learn to join
information from different data sources could bring positive effects.
Rank fusion works better than individual models, meaning that
combining information from different views is a successful way to
combat data sparsity in email search. Comparing between methods
Clicks, Users and Sessions, which are embedding models trained on a



Table 2: Overall performance in offline experiment. “*” indi-
cates that NDCG@5 of a method is statistically significantly
better than Rank fusion, according to t-test at levels of 0.01.

NDCG@5 Precision Recall
WordNet 0.3141 0.1880 0.0598
DESM 0.3413 0.2018 0.0837

Label propagation 0.3723 0.3322 0.2831
Clicks 0.5947 0.5338 0.4601
Users 0.5848 0.5586 0.3659

Sessions 0.5089 0.4841 0.1973
Rank fusion 0.6136 0.5224 0.6744

MART 0.6823* 0.5224 0.6744
RankNet 0.6744* 0.5224 0.6744
RankBoost 0.7031* 0.7238 0.4616
AdaRank 0.6826* 0.7779 0.3862

Coordinate Ascent 0.7011* 0.7400 0.6227
LambdaMART 0.6892* 0.7664 0.5042

ListNet 0.6722* 0.5224 0.6744
Random Forests 0.6714* 0.5224 0.6744

single source, Sessions performmuch worse than the other two. This
is mainly due to the sparsity of session information in email search.
Embedding models outperform Label propagation by a large mar-
gin, indicating the effectiveness of our design choice of embedding
models, which optimize for both similarity and context prediction,
and consider syntactic and semantic similarity simultaneously.

Looking at methods using external information, WordNet per-
forms the worst, as it cannot handle new words, misspelled words,
and words that have changed meaning in email search. For exam-
ple, “virago” might be a good synonym for “amazon” in a more
general context. However in email search, recommending “virago
gift” as a synonym for “amazon gift” does not make much sense.
DESM, which is an embedding model trained on Bing query corpus,
performs better than WordNet, but is worse than models trained
specifically on the Email data set. It suggests good candidates when
a query is also frequent in web search. For example, it proposes
“gps” as a synonym for query “garmin”. However, when it comes to
more email related queries, such as “uber receipt”, it often fails to
suggest good synonyms.

Now we turn our attention to precision and recall. Like Rank
fusion, MART gives positive prediction to all examples, thus obtain-
ing the same metric scores. As Rank fusion and learning-to-rank
methods mainly optimize ranking instead of binary relevance, it
will be more interesting to look at other methods. The reasonable
precision but low recall of Sessions confirms our prior statement on
session sparsity. WordNet suffers severely from the recall problem,
as it cannot provide synonyms for new words or misspelled words
that appear in the private corpora.

5.2 Overall performance in online experiment
Many learning-to-rank techniques achieve comparably good per-
formance in offline experiments. We use Coordinate Ascent as our
representative method for online experiments, as its variance of
performance on different folds is smaller than other methods.

Table 3: Overall performance in online experiment. “*” indi-
cates that a method is statistically significantly better over
web synonyms, according to t-test at levels of 0.05. “+”means
that we are measuring the relative improvement over web
synonyms.

MRR CTR
Rank fusion +0.97 +1.56*

Coordinate Ascent +1.32* +1.68*

Baseline. In addition to Rank fusion, which is the strongest
baseline in offline experiments, we also consider the synonyms de-
veloped for Google web search. It is worth noting that Google web
synonyms form a very strong baseline, as it includes a huge num-
ber of synonyms developed over decades in Google using various
proprietary state-of-the-art algorithms.

Table 3 gives the summary of the online experiment, which
shows the relative improvement over Google web synonyms. Both
Rank fusion andCoordinate Ascent are able to outperformweb-based
synonyms. This indicates that synonyms found by our proposed
method are not only reasonable by the offline judgment of human
raters, but are also effective in surfacing more relevant documents
in real settings. It also suggests that web based synonyms are not
sufficient in email search, where models specifically designed for
this scenario are necessary. Comparing between Coordinate Ascent
and Rank fusion, the former has higher gains, especially in terms of
MRR. This again confirms that using learning-to-rank techniques
to combine information from different views is beneficial.

5.3 Feature analysis by ablation study
In order to analyze the importance of individual feature categories,
we perform an offline ablation study. Again we use Coordinate
Ascent for the following analysis due to its smallest variance of
performance on different folds.

Features are categorized into five groups: (1) model score of
Clicks; (2) model score of Users; (3) model score of Sessions; (4)
similarity score of Label propagation, and (5) features related to
synonym properties. Synonym properties are described in detail in
Section 3.3.

In the ablation study, we use a single feature group alone once at
a time, with all other features excluded. The results are displayed in
the first column of Table 4, which show the percentage of relative
performance reduction comparing to the method using all feature
groups. Similarly, we also remove one feature group at one time,
while keeping all other features present. This is shown in the second
column of Table 4.

All numbers in Table 4 being positive indicates that all feature
groups contribute positively to the task. By integrating information
from different sources, our methods are able to alleviate the sparsity
problem in email search. The reduction in the second column of
Table 4 is relatively small, i.e., some information might be shared
across sources. Due to the small values in the second column, the
following analysis will be based on the first column of Table 4.

The performance of Clicks, Users and Sessions are in general
consistent with their performance in Table 2.



Table 4: NDCG@5 reduced by including one feature group
alone or by excluding a feature group.

Feature group Include one group Exclude one group
Clicks 9.44% 1.17%
Users 13.64% 0.78%

Sessions 26.61% 1.92%
Label propagation 16.12% 0.84%

Properties 24.18% 0.75%

Comparing to its poor performance in Table 2, Label propagation
gives a smaller reduction of NDCG. This is because the similar-
ity score of Label propagation itself might promote some irrele-
vant terms as synonyms. However, it also attaches (usually lower)
scores to examples found by embedding-based models. With labels,
learning-to-rank methods learn to find a function that promotes
truly relevant terms to the top.

5.4 Synonym examples
We cannot disclose a comprehensive list of synonyms produced
by our model, due to the proprietary nature of the data. Therefore,
in this section we provide a brief summary of the types of the
generated synonyms, with a few illustrative examples.

Recall that our model uses both word and character level embed-
dings (see Figure 2). Therefore, it is able to produce both syntactic
and semantic synonyms.

As examples of syntactic synonyms, we observe multiple types
of common syntactic modifications: word merge and splits, comple-
tion, and word stemming. As an example, blablacar → bla bla car is
a case of word split. We also observe cases of character substitution,
e.g., whentowork → when2work. Such synonyms can be very useful
when the user cannot recall an exact spelling of a service provider,
a very common scenario in email search.

For semantic synonyms, we find candidates that, while not close
in their surface forms, are highly related to the original query,
and may help in increasing retrieval recall when the user does not
remember the exact wording of the desired email message, e.g., uber
receipt → uber invoice or company recruiting → company interview.

6 CONCLUSION
In this paper, we consider the task of synonym expansion in email
search. Synonym expansion adds related words to search queries,
and can improve recall by retrieving more relevant documents.
Though it has been extensively studied for web search, few studies
have tackled this problem for email search, where unique research
challenges exist. The documents are not shared across users, user
search queries may not be generalizable across users, and the sizes
of the private corpora are much smaller than that of the web corpus.

We propose a solution to address the challenges of synonym
expansion for private corpora.We view the search log frommultiple
perspectives by representing a query by its clicked documents,
a set of users who issued them, and a set of queries that are in
the same search session. A novel embedding-based framework is
then developed to learn and join information from the multiple
sources to obtain optimal synonym candidates. To demonstrate the

effectiveness of the proposed technique, we evaluate our model
using both explicit human ratings as well as a live experiment
on Gmail search, one of the world’s largest email search engines.
The live experiment demonstrates significant improvements over
Google’s state-of-the-art production baseline.
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