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This paper expands on a 1997 study of the amount and distribution of near-duplicate pages on the World Wide Web. We downloaded a set of 150 million web pages on a weekly basis over the span of 11 weeks. We then determined which of these pages are near-duplicates of one another, and tracked how clusters of near-duplicate documents evolved over time. We found that 29.2% of all web pages are very similar to other pages, and that 22.2% are virtually identical to other pages. We also found that clusters of near-duplicate documents are fairly stable. Two documents that are near-duplicates of one another are very likely to still be near-duplicates 10 weeks later. This result is of significant relevance to search engines: web crawlers can be fairly confident that two pages that have been found to be near-duplicates of one another will continue to be so for the foreseeable future, and may thus decide to recrawl only one version of that page, or at least to lower the download priority of the other versions, thereby freeing up crawling resources that can be brought to bear more productively somewhere else.

Additionally, we visit issues raised in a 1999 study of the prevalence of mirrored content, that is, trees of web content accessible at multiple locations. We found that 4.9% of all web pages are mirrors.
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1 Introduction

In a 1997 study, Broder et al. [5] presented a technique for estimating the degree of similarity among pairs of documents. Their technique, which they call shingling, is purely syntactic; it does not rely on any linguistic knowledge other than the ability to tokenize documents into a list of words. Their technique extracts all k-word sequences of adjacent words (herein called shingles); two documents are considered equal if they contain the same set of shingles, and highly similar if their sets of shingles significantly overlap. Broder et al. used an unbiased deterministic sampling technique to reduce the set of shingles to a small, yet representative, subset. This sampling reduces the storage requirements for retaining information about each document, and it reduces the computational effort of comparing documents. Broder et al. applied their technique to a set of 30 million web pages obtained from an AltaVista crawl, and grouped these pages into clusters of very similar documents. They found that roughly one third of the pages in their data set were near-duplicates of other pages.

There are several techniques that are very similar to shingling, but that use sequences
of adjacent characters instead of word sequences. Manber developed such a technique to find similar files in a file system [13]. Heintze developed a similar technique for detecting near-duplicate documents [11]. He applied it to a set of technical reports to determine how similar they are, and proposed to use it to track updates to technical papers, and as a method for detecting plagiarism.

Shivakumar and Garcia-Molina proposed a different technique for locating plagiarized documents. Their technique segments a document into a set of non-overlapping chunks, and stores a hash value for each chunk in a table. They consider word-sized, sentence-sized, document-sized, and variable-sized chunks (variable-sized chunks are sequences of words whose length is determined by the hash values of individual words).

The study of web clusters is related to the study of "mirrors" on the web (see for example [1, 8, 2, 7]). Two web sites are mirrors of one another if a substantial portion of the pages on one site are duplicated (or near-duplicated) on the other site, and if each replicated page on both sites is addressed by URLs with the same suffix. Some mirrors are caused by an organization replicating their content across multiple web servers, for the purpose of geographic distribution or rebranding. Others are caused by independent organizations maintaining collections of standards documents, e.g., universities maintaining collections of RFCs and Unix manual pages. One could characterize a set of mirror sites by a large set of clusters, where each cluster covers all versions of a replicated page and each host in the set of mirror sites is represented in each cluster.

In a 1999 study, Bharat and Broder [1] examined 180 million URLs to look for patterns of shared URL suffixes, identifying about 30,000 candidate mirror pairs. They then downloaded around 20 URLs from each candidate mirror and checked if the corresponding pages were near-duplicates. This technique validated almost 17,000 of their candidate mirror pairs as actual mirror pairs.

Broder et al. proposed to use shingling to characterize how pages change over time. The PageTurner study [9] realized this goal. In that study, we downloaded a set of 150 million web pages on a weekly basis, over the span of 11 weeks, measured the amount of change per URL, and investigated which aspects of a web page are predictive of change. We used a variant of shingling to reduce the amount of data retained for each downloaded document. In the PageTurner study, we considered only the evolution of individual pages, whereas this study considers the evolution of clusters of near-duplicate pages.

This paper (which is an extended version of an earlier paper [10]) expands on Broder et al.'s 1997 study of the amount and distribution of near-duplicate pages on the World Wide Web. The study at hand is based on the data set collected by the PageTurner experiment. Here, we consider which of these pages are near-duplicates of one another. We found that 29.2% of all web pages are very similar to other pages, and that 22.2% are virtually identical to other pages. Apart from covering a larger set of web pages than Broder et al., the main contribution of our study is to explore the temporal aspects of clusters; that is, we investigate how clusters of near-duplicate pages evolve over time. We also found that clusters of near-duplicate documents are fairly stable: Two documents that are near-duplicates of one another are very likely to still be near-duplicates 10 weeks later. This result is of significant relevance to search engines: web crawlers can be fairly confident that two pages that have been found to be near-duplicates of one another will continue to be so for the foreseeable future, and may
thus decide to recrawl only one version of that page, or at least to lower the download priority of the other versions, thereby freeing up crawling resources that can be brought to bear more productively somewhere else. Moreover, we examined our data for the presence of mirrors, and studied the evolution of such mirrors.

The remainder of this paper is structured as follows: Section 2 describes our experimental framework, contrasting our techniques to those used in previous studies. Sections 3 and 4 present the results of our investigation. Finally, Section 5 puts our results into perspective and identifies avenues of future work.

2 Experimental Framework

Our results are based on data collected in the course of the “PageTurner” project [9]. This project was aimed at measuring the amount of textual changes in individual web pages over time. To this end, we crawled a set of slightly over 150 million web pages once a week, starting in November 2002 and continuing for 11 weeks. For every downloaded page, we recorded a vector of 84 features, together with other salient information, such as the URL, the HTTP status code (or any DNS or TCP error), the document’s length, the number of words, etc.

We computed the feature vectors using a modified version of the document shingling technique due to Broder et al. [5], which uses a metric of document similarity based on syntactic properties of the document. In order to compare two documents, we map each document into a set of k-word subsequences (groups of adjacent words or “shingles”), wrapping at the end of the document, so that every word in the document starts a shingle.

Two documents are considered to be identical if they map to the same set of shingles; they are considered to be similar if they map to similar sets of shingles. Quantitatively, the similarity of two documents is defined to be the number of distinct shingles appearing in both documents divided by the total number of distinct shingles. This means that two identical documents have similarity 1, while two documents that have no shingle in common have similarity 0.

We collected the data using the Mercator web crawler [14], customized to collect feature vectors for each downloaded page. Our feature vector extraction module substituted HTML markup by whitespace, and then segmented the document into overlapping 5-word shingles, where each word is an uninterrupted sequence of alphanumeric characters, and wrapping around at the end so that each word starts exactly one shingle. Next, it computed a 64-bit checksum of each shingle, using Rabin’s fingerprinting algorithm [4, 15]. We call these fingerprints the “pre-images”. Next, the module applied 84 different (randomly selected but fixed thereafter) one-to-one functions to each pre-image. Each of these function is a 64-bit Rabin fingerprinting function. The 84 fingerprints use different randomly-chosen primitive polynomials of degree 64. The functions are one-to-one because Rabin fingerprints map distinct 64-bit values to distinct results. We cannot prove that these functions are min-wise independent [6], but they seem acceptable in practice. For each function, we retained the pre-image which results in the numerically smallest image. This resulted in a vector of 84 pre-images, which is the desired feature vector. Given the feature vectors of two documents, two corresponding elements of the vectors are identical with expectation equal to the similarity of the documents. This expectation is justified because a randomly selected one-to-one function achieves its minimum at a uniformly random element of its input set. In order words, the 84
one-to-one functions select 84 shingles uniformly at random from each document. Since the same functions are used for all documents, the probability that a function chooses a shingle present in both documents is equivalent to the similarity of the two documents as defined above.

It is worth noting that this variant of shingling differs from those described by Broder et al. [5] in their 1997 paper on "syntactic clustering of the web". They, like us, use Rabin's fingerprinting algorithm to map shingles to pre-images, but our approach differs in how pre-images are sampled. We use a fixed number (to wit, 84) of one-to-one functions to map pre-images to images and then select for each one-to-one function the pre-image that maps to the minimal image. We end up with a constant number of features, regardless of the number of words in the original document. This technique was first employed by Broder, Burrows, and Manasse in 1998. It works even for documents that contain very few words, unlike the earlier techniques. Finally, this technique allows us to measure the similarity between two documents by comparing only corresponding elements from two feature vectors.

Broder et al. suggest two alternative methods for sampling the set of shingles: The "MODm" technique selects all those pre-images whose value modulo m is zero; in other words, this method produces a variable-length feature set (as opposed to an ordered, fixed-sized vector), where shorter documents will have fewer features, and very short documents might have no features at all. A variant, the "MOD2i" method, attempts to rectify these problems by adjusting i such that a roughly constant number of elements is selected. The MINs method selects the s numerically smallest pre-images (or all the pre-images, if there are fewer than s). In all of these earlier techniques, measuring the similarity between two documents is more complicated than simply comparing only corresponding elements from two feature vectors; it requires computing the intersection of two feature sets.

Crawling left us with 44 very large logs (produced by the eleven crawls on the four crawling machines), each spanning multiple files, one per day. The logs totaled about 1,200 GB.

As they were, these logs were not suitable for analysis yet, because the URLs occurred in non-deterministic order in each log. We sorted the logs to remove this non-determinism, and then merged and condensed the logs. Each combined record contained information that allowed us to determine how documents changed over time, but in particular it contained six "supershingles" for each of the 11 versions of each URL. Each "supershingle" represents the concatenation of 14 adjacent pre-images. Broder et al. [5] described supershingling, but their method for aggregating features into supershingles is highly sensitive to the insertion of words into a document.

Due to the independence of the one-to-one functions used to select pre-images, if two documents have similarity p, each of their supershingles matches with probability p^14. For two documents that are 95% similar, each supershingle matches its counterpart with probability 49%. Given that we retain six supershingles, there is a probability of almost 90% that at least two of the six supershingles will agree for documents that are 95% or more similar.

To more efficiently discover pairs of documents sharing at least two supershingles, we perform the concatenation of all pairs of distinct supershingles, with the lesser-numbered supershingle first, thereby producing 6 choose 2 (i.e. 15) "megashingles". Two documents that are 95% similar thus will have an almost 90% chance of having a megashingle in common, while two documents which are 80% similar only have a 2.6% chance of having a megashingle
in common.

We use megashingles to compute clusterings of near-duplicate documents (that is, documents having two supershingles in common). In particular, we maintain 15 hash tables, one for each pair of supershingles. The hash tables map megashingles to "document identifiers" (integers identifying a record in the condensed logs of the PageTurner experiment). For each document we are considering, we compute its 15 megashingles (based on the 6 supershingles found in the condensed logs). For each megashingle, we check the corresponding hash table to determine if that megashingle has been encountered before. If the megashingle is not contained in the hash table, we add it together with the corresponding document ID. Conversely, if the hash table already contains a mapping from this megashingle to another document ID, the two documents belong in the same cluster. To generate the clustering, we build a Union-Find data structure [12].

Using hash tables of megashingles and Union-Find forests of document ID sets, our running time is close to linear in the number of documents. This is in sharp contrast to the approach taken by Broder et al. Their 1997 experiment required more than 10 CPU days to cluster 30 million documents at the 50% similarity level; we are able to cluster 150 million documents in about 3 hours, using three year newer hardware. We retain the graphs of the Union-Find forests as a "cluster-map," which identifies the cluster root and cluster size for each URL.

Bharat and Broder [1] investigated a phenomenon related to clustering called mirroring. URLs induce a tree structure: The prefixes of a URL \( u \) (truncating paths at '/' characters) are the ancestors of that URL. Two URLs with a common prefix \( p \) are located in the same subtree rooted at \( p \). A detached URL subtree is a set of URLs rooted at \( p \), after deletion of the prefix \( p \) from each URL. Given these definitions, the subtrees rooted at \( p \) and \( q \) are mirrors of

\[ \text{Numerical matches between shingles produced by two different fingerprinting functions are coincidental. By the same token, numeric matches between supershingles that are the combination of unrelated shingles are coincidental, as are numeric matches between megashingles that are derived from unrelated supershingles. Maintaining a separate hash table for each combination of supershingles ensures that such coincidental matches are not interpreted as near-similarity between documents.} \]
Fig. 2. Distribution of sizes of clusters of very similar documents in week 1 vs. week 11

one another if their detached subtrees are identical (or nearly identical), and if corresponding pages in p and q are near-duplicates of one another.

Our detection of mirrors differs substantially from that of Bharat and Broder [1]. Rather than identifying candidate mirror pairs by looking for common URL suffixes, we begin by identifying pairs of hosts for which each host contains at least 10 pages each falling into a cluster with a member residing on the other host. Once we have identified the candidate mirror pairs, we examined the candidates for common URL suffixes to confirm our identification.

More specifically, we began by trying to identify hosts which had the potential of belonging to mirrors. Given our criterion that 2 hosts must have at least 10 pages in clusters with representatives on the other host, we know that each host individually must have at least 10 pages in non-singleton clusters. To compute the set of candidate hosts, we walk the cluster-map looking for clusters of size greater than 1 and increment a hash table entry corresponding to the host component of the URL. This process identifies a set of hosts potentially participating in mirrors, which reduces the number of extant host pairings to a manageable size. We walk the cluster map again, ignoring URLs from hosts which are not mirror candidates, incrementing a counter for each host pairing between a root host and a URL host as we encounter the URL. We then output a listing containing those pairings having a count of at least 10.

The resulting list proved unsuitable at detecting mirrors. It contained, for example, the discovery that underwaterphotos.com and www.underwaterphotos.com were mirrors, and such discoveries dominated our results. In addition to the aliasing problem, there were many cases where there were sufficiently many pages from a single host which resembled one another to trigger detection of an “auto-mirror,” that is, a host appearing to mirror itself. To eliminate the latter, we excluded pairs referring to a single host name. To eliminate the former, we selected a preferred hostname for each IP address belonging to a host in the cluster and rejected URLs from non-preferred hosts. Making the preferred host name cluster specific
allows us to find mirrors of virtually hosted sites. This approach yields a conservative list of mirrors.

In order to verify that the host pairs we selected as mirrors actually were mirrors, we compared URL suffixes for the URLs comprising each mirror pair. First, we discarded any query arguments contained in the URL path, then we computed a hash value for each of the last four slash-separated suffixes of the path. For each cluster, we created a Bloom filter [3], and initialized it with the hash values from the URL suffixes from the host of the cluster root. We then passed the URL suffixes from the identified mirror through the Bloom filter to count the number of suffixes in common, subject to the probabilistic nature of the Bloom filter.

3 Cluster Results

We used the clustering algorithm described in the previous section to partition the documents into sets of very similar documents, that is, documents that have at least two supershingles in common. We clustered each of the 11 weeks separately. Of the 150,836,209 documents that we downloaded during the first week, 57,305,947 were similar to some other document downloaded that week, while 93,530,262 documents were not similar to any other document. The documents that were similar to others fell into 13,283,856 clusters. In other words, 44,022,091 documents, or 29.2% of all the documents downloaded, were near-duplicates of the 13,283,856 “canonical” documents representing the clusters.

Figure 1 shows the distribution of the sizes of clusters of very similar documents in the first week. The horizontal axis depicts the cluster size, on a logarithmic scale (“1E+3” indicates clusters of size 10³); the vertical axis shows the number of disjoint clusters of that size (again on a logarithmic scale). The bulk of the curve fits a linear trend, which (given the logarithmic scale of the axes) suggests a power law distribution with an exponent of roughly 2.5.

Note that there are several regions in the curve where the data points deviate from the trend line. In particular, for cluster sizes of around 100, we see numerous clusters where the number of clusters of a given size exceeds the trend line by a factor of 5 to 10. We have investigated some of these outliers. In every case we have examined, the anomaly is due to
Table 1. Characterization of the 20 largest clusters of very similar documents

<table>
<thead>
<tr>
<th>#URLs</th>
<th>#Hosts</th>
<th>#Machines</th>
<th>Description</th>
<th>Representative URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>921374</td>
<td>6286</td>
<td>3</td>
<td>Pornography</td>
<td><a href="http://fr.gnixx.co/page1.html">http://fr.gnixx.co/page1.html</a></td>
</tr>
<tr>
<td>315788</td>
<td>335</td>
<td>3</td>
<td>Tucows software download pages</td>
<td><a href="http://games.fastnet.it/news.html">http://games.fastnet.it/news.html</a></td>
</tr>
<tr>
<td>201869</td>
<td>15</td>
<td>15</td>
<td>Health food store</td>
<td><a href="http://www.urma.com/vitamins/jodahl/jodahl.html">http://www.urma.com/vitamins/jodahl/jodahl.html</a></td>
</tr>
<tr>
<td>118530</td>
<td>4</td>
<td>2</td>
<td>Directory of car sites</td>
<td><a href="http://www.100topauto.com/Sitemap">http://www.100topauto.com/Sitemap</a></td>
</tr>
<tr>
<td>100428</td>
<td>11977</td>
<td>14</td>
<td>Pornography</td>
<td><a href="http://hot.fuckpng.com/">http://hot.fuckpng.com/</a></td>
</tr>
<tr>
<td>906264</td>
<td>43906</td>
<td>31422 (+ 1306)</td>
<td>Nothing but title “Untitled document”</td>
<td><a href="http://gc.dk/">http://gc.dk/</a></td>
</tr>
<tr>
<td>91207</td>
<td>53532</td>
<td>2</td>
<td>Pornography</td>
<td><a href="http://www.the-girl.net/Sex/sex">http://www.the-girl.net/Sex/sex</a></td>
</tr>
<tr>
<td>84421</td>
<td>121</td>
<td>1</td>
<td>CitySearch login page</td>
<td><a href="http://boise.citysearch.com/review/29/add">http://boise.citysearch.com/review/29/add</a></td>
</tr>
<tr>
<td>75766</td>
<td>4</td>
<td>2</td>
<td>Directory of clip art sites</td>
<td><a href="http://www.100topclipart.com/Sitemap">http://www.100topclipart.com/Sitemap</a></td>
</tr>
<tr>
<td>70081</td>
<td>3</td>
<td>1</td>
<td>Directory of career sites</td>
<td><a href="http://career.100topcareer.com/Sitemap">http://career.100topcareer.com/Sitemap</a></td>
</tr>
<tr>
<td>69589</td>
<td>3</td>
<td>1</td>
<td>Directory of art-related sites</td>
<td><a href="http://www.100topart.com/Sitemap">http://www.100topart.com/Sitemap</a></td>
</tr>
<tr>
<td>64297</td>
<td>29713</td>
<td>10 (+ 18418)</td>
<td>Pornography</td>
<td><a href="http://gay-day.com/">http://gay-day.com/</a></td>
</tr>
<tr>
<td>63714</td>
<td>3</td>
<td>2</td>
<td>Directory of music sites</td>
<td><a href="http://music.100topmusic.com/Sitemap">http://music.100topmusic.com/Sitemap</a></td>
</tr>
<tr>
<td>63918</td>
<td>3</td>
<td>1</td>
<td>Directory of education-related sites</td>
<td><a href="http://www.100topeducation.com/Sitemap">http://www.100topeducation.com/Sitemap</a></td>
</tr>
<tr>
<td>61318</td>
<td>3</td>
<td>2</td>
<td>Directory of business-related sites</td>
<td><a href="http://www.100topbusiness.com/Sitemap">http://www.100topbusiness.com/Sitemap</a></td>
</tr>
<tr>
<td>60923</td>
<td>3</td>
<td>1</td>
<td>Directory of cartography sites</td>
<td><a href="http://www.100topmap.com/Sitemap">http://www.100topmap.com/Sitemap</a></td>
</tr>
<tr>
<td>59848</td>
<td>4</td>
<td>2</td>
<td>Directory of golf sites</td>
<td><a href="http://www.100topgolf.com/Sitemap">http://www.100topgolf.com/Sitemap</a></td>
</tr>
<tr>
<td>57870</td>
<td>4</td>
<td>1</td>
<td>Directory of news sites</td>
<td><a href="http://www.100topnews.com/Sitemap">http://www.100topnews.com/Sitemap</a></td>
</tr>
<tr>
<td>53555</td>
<td>162</td>
<td>133 (+ 1)</td>
<td>Tucows software download pages</td>
<td><a href="http://tucows.mts.net/preview/194076.html">http://tucows.mts.net/preview/194076.html</a></td>
</tr>
</tbody>
</table>

mirroring. For example, for cluster size 108, over 90% of the clusters of that size each consist of URLs from the Tucows collection, each of these clusters contains very similar (possibly identical) Tucows' web pages that are served by around 100 different web servers.

Figure 2 is similar to figure 1, but shows the cluster size distribution for the last week of the PageTurner crawl (black points) superimposed onto that of the first week (light red points). As can be seen, the trend line of the last week has been vertically translated down by a tiny amount, reflecting the fact that some URLs that were live during the first week have subsequently become unreachable. The slopes of the two curves do not differ, indicating that the exponent of the power law distribution remained constant.

Table 1 lists the 20 largest clusters. The first column shows the number of distinct URLs in each cluster (listed in decreasing order). The second column shows the number of distinct symbolic host names of these URLs. The third column shows the number of distinct machines (we assume two different symbolic host names are served up by the same machine if they resolve to the same IP address6). The fourth column describes the content of each cluster. Finally, the fifth column gives an exemplary URL from that cluster.

For 17 of the 20 clusters shown in table 1, the web pages contained in each cluster do not differ in any meaningful way. For example, the web pages in the third cluster are store fronts.

6 Tucows is a popular directory of Freeware and Shareware applications.
7 By the time we performed these DNS resolutions (which was about six months after we performed the initial web crawl), a number of the domain registrations had expired, leaving us unable to resolve the affected symbolic host names. The notation m(+ n) indicates that we were unable to resolve n of the host names, while the others resolved to IP addresses suggesting m physical machines.
of an online health food retailer. The 201,869 store front pages are identical to one another, with the exception of the name of the franchisee changing. In other words, a search engine would be well-advised to index only a canonical representative from these 17 clusters. On the other hand, the pages in each of the three Tucows clusters, while being very similar to all other pages in the same cluster, differ in one important aspect: the name of the software item to download. Given that this change constitutes the most relevant part of the page, a search engine should index all the pages (or at least all the changing portions).

As we explained above, we consider two documents to be very similar if they have two supershingles in common. We used this notion of similarity when performing the clustering whose distribution is shown in figures 1 and 2. We have performed another clustering using a more stringent definition of document similarity, where two documents are considered to be virtually identical if they have all six supershingles in accord, which is indicative of similarity exceeding 99%. Using this metric, 45,492,400 were similar to some other document downloaded that week, while 105,343,809 documents were not similar to any other document. The documents that were similar to others fell into 12,019,235 clusters. In other words, 33,473,165 documents, or 22.2% of all the documents downloaded, were near-duplicates of the 12,019,235 “canonical” documents representing the clusters.

Figure 3 superimposes the distribution of sizes of clusters of very similar documents (black points) upon the distribution of sizes of clusters of virtually identical documents (light orange points). As in figures 1 and 2, the axes are on a logarithmic scale, and the distributions roughly fit a power law. However, the exponent of the distribution of sizes of clusters of

<table>
<thead>
<tr>
<th>#URLs</th>
<th>#Hosts</th>
<th>#Machines</th>
<th>Description</th>
<th>Representative URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>118529</td>
<td>4</td>
<td>2</td>
<td>Directory of car sites</td>
<td><a href="http://www.100topauto.com/SiteMap">http://www.100topauto.com/SiteMap</a></td>
</tr>
<tr>
<td>92629</td>
<td>43906</td>
<td>1</td>
<td>Nothing but title “Untitled document”</td>
<td><a href="http://gc.dk/">http://gc.dk/</a></td>
</tr>
<tr>
<td>75766</td>
<td>4</td>
<td>2</td>
<td>Directory of clip art sites</td>
<td><a href="http://www.100topclipart.com/SiteMap">http://www.100topclipart.com/SiteMap</a></td>
</tr>
<tr>
<td>70081</td>
<td>3</td>
<td>1</td>
<td>Directory of career sites</td>
<td><a href="http://www.100topcareer.com/SiteMap">http://www.100topcareer.com/SiteMap</a></td>
</tr>
<tr>
<td>69588</td>
<td>3</td>
<td>1</td>
<td>Directory of art-related sites</td>
<td><a href="http://www.100topart.com/SiteMap">http://www.100topart.com/SiteMap</a></td>
</tr>
<tr>
<td>64297</td>
<td>29713</td>
<td>10 (+ 18418)</td>
<td>Pornography</td>
<td><a href="http://gay-day.com/">http://gay-day.com/</a></td>
</tr>
<tr>
<td>63714</td>
<td>3</td>
<td>2</td>
<td>Directory of music sites</td>
<td><a href="http://music.100topmusic.com/SiteMap">http://music.100topmusic.com/SiteMap</a></td>
</tr>
<tr>
<td>63298</td>
<td>3</td>
<td>1</td>
<td>Directory of education-related sites</td>
<td><a href="http://www.100topeducation.com/SiteMap">http://www.100topeducation.com/SiteMap</a></td>
</tr>
<tr>
<td>61318</td>
<td>3</td>
<td>2</td>
<td>Directory of business-related sites</td>
<td><a href="http://www.100topbusiness.com/SiteMap">http://www.100topbusiness.com/SiteMap</a></td>
</tr>
<tr>
<td>60923</td>
<td>3</td>
<td>1</td>
<td>Directory of cartography sites</td>
<td><a href="http://www.100topmap.com/SiteMap">http://www.100topmap.com/SiteMap</a></td>
</tr>
<tr>
<td>59848</td>
<td>4</td>
<td>1</td>
<td>Directory of golf sites</td>
<td><a href="http://www.100topgolf.com/SiteMap">http://www.100topgolf.com/SiteMap</a></td>
</tr>
<tr>
<td>57970</td>
<td>4</td>
<td>2</td>
<td>Directory of news sites</td>
<td><a href="http://www.100topnews.com/SiteMap">http://www.100topnews.com/SiteMap</a></td>
</tr>
<tr>
<td>51399</td>
<td>3</td>
<td>1</td>
<td>Directory of floral sites</td>
<td><a href="http://www.100topflower.com/SiteMap">http://www.100topflower.com/SiteMap</a></td>
</tr>
<tr>
<td>48267</td>
<td>2</td>
<td>1</td>
<td>Directory of weather-related sites</td>
<td><a href="http://www.100topweather.com/SiteMap">http://www.100topweather.com/SiteMap</a></td>
</tr>
<tr>
<td>47461</td>
<td>2</td>
<td>1</td>
<td>Directory of book-related sites</td>
<td><a href="http://www.100topbook.com/SiteMap">http://www.100topbook.com/SiteMap</a></td>
</tr>
<tr>
<td>41092</td>
<td>4</td>
<td>1</td>
<td>Directory of government and political sites</td>
<td><a href="http://www.100topgovernmentsites.com/SiteMap">http://www.100topgovernmentsites.com/SiteMap</a></td>
</tr>
<tr>
<td>39888</td>
<td>3</td>
<td>2</td>
<td>Directory of reference sites</td>
<td><a href="http://www.100toplibrary.com/SiteMap">http://www.100toplibrary.com/SiteMap</a></td>
</tr>
<tr>
<td>39338</td>
<td>3</td>
<td>1</td>
<td>Directory of chat sites</td>
<td><a href="http://www.100topchat.com/SiteMap">http://www.100topchat.com/SiteMap</a></td>
</tr>
<tr>
<td>38398</td>
<td>2</td>
<td>1</td>
<td>Directory of humor sites</td>
<td><a href="http://www.100topjoke.com/SiteMap">http://www.100topjoke.com/SiteMap</a></td>
</tr>
<tr>
<td>36792</td>
<td>3</td>
<td>1</td>
<td>Directory of software sites</td>
<td><a href="http://www.100topsoftware.com/SiteMap">http://www.100topsoftware.com/SiteMap</a></td>
</tr>
</tbody>
</table>
virtually identical documents is visibly smaller. Other gross features of the two distributions are similar; e.g., both spot a similar anomaly for cluster sizes around 100.

Table 2 lists the 20 largest clusters of virtually identical documents. The meaning of the columns is identical to those of table 1. As is to be expected, using this more stringent similarity metric eliminates all the “interesting clusters” (that is, those whose constituent documents contain small but meaningful differences). This suggests that search engines that want to exclude all but one web page of each cluster from their index should use this similarity metric when performing the clustering.

Figure 4, 5 and 7 illustrate how clusters grow and shrink over time. In order to describe the figures, we have to introduce some notation. Let $C_n(u)$ be the cluster of URLs containing URL $u$ in week $n$. The cluster containment coefficient $\Phi^m_n(u)$ of week $m$ in week $n$ for URL $u$ is defined to be:

$$\Phi^m_n(u) = \frac{|C_m(u) \cap C_n(u)|}{|C_n(u)|}$$

Likewise, the cluster similarity coefficient $\Psi^m_n(u)$ of weeks $m$ and $n$ for URL $u$ is defined to be:

$$\Psi^m_n(u) = \frac{|C_m(u) \cap C_n(u)|}{|C_m(u) \cup C_n(u)|}$$

We further define $U^j_i$ to be the set of all URLs occurring in a cluster of size between $i$ and $j$ in week 1, i.e.

$$U^j_i = \{u : i \leq |C_1(u)| \leq j\}$$

The curves in these three figures show averages of $\Phi$ and $\Psi$ over all the URLs in a set $U^j_i$. Each curve represents different choices of $i$ and $j$; that is, it aggregates all the URLs in clusters whose sizes in week 1 were in the range $[i, j]$.

Figure 4 shows the rate at which documents depart from the clusters they occupied in the first week. The figure shows seven curves; each curve represents clusters whose sizes ranged between $i$ and $j$ in week 1. A data point $(n, v)$ on curve $i$--$j$ indicates that

$$v = \frac{\sum_{u \in U^j_i} \Phi^1_n(u)}{|U^j_i|}$$

More colloquially speaking, the data point $(n, v)$ shows that in week $n$, a fraction $v$ of the URLs that were clustered together in the first week remain in the same cluster. There are a number of features in figure 4 that deserve mention.

First, note that the curve for clusters of size 1 is a straight line at 1. In other words, clusters of size one have perfect retention - not surprising since they contain only one URL, and the document behind the URL will always resemble itself.

Second, the general trend line of the curves representing non-singleton clusters shows a slight downward slope. Clusters of 10 or fewer URLs appear to have better retention than larger clusters, but beyond that, there seems to be little correlation between cluster size and rate of retention. Except for the category of cluster containing more than 100,000 documents (which encompasses only five clusters, as can be seen from table 1), the average retention rate in each category is between 78% and 95%.

Third, there is a prominent dip in retention in the third week, affecting clusters of all sizes (other than singleton clusters). This dip is caused by a disk failure we encountered during our
third week of crawling, which caused us to lose all information about URL from a quarter of the hosts in our sample set. Losing information about some URLs may cause clusters to split: Some fraction of the URLs in a cluster will be handled by the machine with the failed disk (and thus move in week 3 into the “could not download” cluster), while those URLs in the cluster that are handled by non-failed crawlers will remain in the original cluster. We also see a more uniform impact of the crash on retention based on the size of the cluster, because larger clusters are more likely to span multiple hosts.

Fourth and finally, the curve of the clusters containing more than 100,000 documents — which, as mentioned above, contains only five clusters — is far noisier than the curves of smaller clusters. We have two explanations for this phenomenon: First, one of the five clusters originates from two web server machines, another from just three; a transient failure of one of those machines will cause the corresponding cluster to fragment. Second, our observation of the pages in a cluster is drawn out over a span of days (possibly up to a week). Therefore, if the content of the pages in a cluster changes during that week, the cluster appears to have fragmented from our point of view. This effect is amplified by clusters that originate from different web servers if the synchronization of content among those servers is time-delayed.

Figure 5 shows the similarity between each cluster in week 1 and its counterpart in subsequent weeks. As in figure 4, the figure shows seven curves; each curve in this figure represents clusters whose sizes ranged between \( i \) and \( j \) in week 1. A data point \((n, v)\) on curve \(i - j\) indicates that

\[
v = \frac{\sum_{u \in U^n} \Psi^n_i(u)}{|U^n_i|}
\]

More colloquially speaking, the data point \((n, v)\) shows that in week \(n\), what fraction \(v\) of the URLs that were clustered together either week were indeed clustered together in both weeks. By definition, these numbers are smaller than those in figure 4 (since \(\Psi_m(u) \leq \Phi_m(u)\) for all \(m, n, u\)).

Note that the curve of clusters that were of size 1 in the first week is not constant at 1,

\(d\)The Mercator web crawler distributes URLs across crawler machines by hashing the URL's host component; in other words, URLs referring to the same web server are handled by the same crawling machine.
as it was in figure 4. This is partly due to the fact that URLs that constituted a singleton cluster in the first week might become unavailable in subsequent weeks, and thus move to the large “could not download” cluster.

Despite this, it is remarkable how similar figures 4 and 5 are. This suggests that the evolution of clusters in our sampled set was dominated by URLs becoming unavailable. However, it should be acknowledged that our study was not designed to witness the birth of new web pages, and consequently could not observe any such new pages being added to existing clusters. Performing such a study remains an intriguing avenue for future research.

As further evidence that clusters are relatively stable, we investigated the number of distinct clusters in which a host occurred for weeks 1 and 11. We found that 91.8% of all hosts occurred in the same number of clusters for both the initial week and the final week. Figure 6 shows the distribution of change in the number of distinct clusters a host appeared in. The horizontal axis shows the amount of change, and the vertical axis, which is shown on a logarithmic scale, shows the number of occurrences of that amount of change.

In an attempt to isolate the arrival rate of URLs into existing clusters, we computed the
reverse cluster containment coefficient, as depicted in figure 7. Once again, each curve in this figure represents clusters whose sizes ranged between $i$ and $j$ in week 1. A data point $(n, v)$ on curve $i - j$ indicates that

$$v = \frac{\sum_{u \in U_i} \Phi_n(u)}{|U_i^j|}$$

As it turns out, this figure does not reveal any interesting arrival statistics, but it does shed light on the retention dip for very large clusters that showed up so prominently in figure 4. We observe a correlated dip in this figure, but the coefficients are much closer to 1. This is inconsistent with the primary explanation being the failure of a web server, suggesting that instead the content of the pages in the cluster has changed in the midst of our observation.

We now turn to considering the relationship between clustering of documents and the amount of change from week to week. Figure 8 shows the correlation between how much a web page changes week over week and the size of the cluster it is contained in. The horizontal axis indicates how many features two successive successful downloads of a URL have in common. A value of 0 indicates that two successive downloads of a URL have no features in common, a value of 84 means that they agree in all features, and a value of 85 means that they are bitwise identical, including the HTML markup. The bars in the graph are divided into seven colored regions, encoding cluster size on a logarithmic scale. The region representing clusters of size 1 (i.e. documents that do not have near-duplicates) dominates. The vertical axis of the graph quantifies this by showing what percentage of documents from any given change-bucket fall belong to clusters of a given size.

Two features in this figure stand out: First, clustered documents are more likely than unclustered documents to either change by a small amount, or to change almost completely. Documents that are contained in small clusters of ten or fewer documents are disproportionately likely to contribute to either phenomenon. Clustered documents are also more likely to change only in their markup. Second, we note that very large clusters exhibit change almost exclusively by a middling amount, or not at all.

Figure 9 shows this last observation more clearly by normalizing the data of the previous graph. Recall that in figure 8, a bar associated with a cluster size range $r$ (indicated by a color
coding) of height \( y \) in change bucket \( x \) indicates a fraction \( y \) of all the documents in change bucket \( x \) belong to clusters in cluster size range \( r \). The average height \( Y \) of cluster size range \( r \) is the average height of all 86 bars associated with cluster size range \( r \). Figure 9 shows \( \frac{Y}{n} \) for each of the change buckets and cluster size ranges. The vertical axis is shown on a logarithmic scale. Were it shown on a linear scale, the area below each curve would be identical. Values above 1 indicate change buckets where a given cluster size range is contributing more than its fair share.

The figure illustrates that clusters containing more than 100,000 documents are disproportionately likely to have 40 to 50 unchanged features from week to week, are proportionally likely to not change at all, and are disproportionately unlikely to exhibit any other change rate. Similarly, clusters containing between 10,001 and 100,000 documents are disproportionately like to change in fewer than half of their features.

Figure 10 shows us the absolute distribution of change rate in each cluster size range. Each bar is divided into 6 regions, corresponding to the following six change clusters, from top to bottom: complete change (0 common features), large change (1-28 common features), medium change (29-56 common features), small change (57-83 common features), no text change (84 common features), and no change (subset 85: 84 common features and a common checksum). The height of each region is indicative of the fraction of documents falling into a cluster of the appropriate size, and having a certain week-to-week change. Comparing the heights of the colored bars, we once again see that documents drawn from large clusters are far less likely to change than other documents. Documents in clusters containing more than 100 and at most 10,000 URLs are more likely to change than documents in smaller or larger clusters.
4 Mirror Results

Initially, we only looked at host pairs with duplicate content, without filtering out either auto-mirrors, host name aliases, or host names which were no longer resolvable. We found 231,709 host pairs in the first week, the lowest value (other than the value from the anomalous week where we lost 25% of our data), up to a high of 250,907 in the fifth week. Inspection of these results showed that most of these host pairs were in fact auto-mirrors (118,119 in the first week), host name aliases (71,246 in the first week), or unresolvable hosts (4,977 in the first week). Eliminating these yields 37,367 interesting host pairs, 31,808, or 85.1%, of which have matches in the final arc of the URL path. 27,309, or 73.1%, of these host-pairs have matches for the last 4 arcs (or all arcs, if fewer than 4 arcs are present). Bharat and Broder’s [1] technique using shared URL suffixes was 57.7% effective. This confirms that our basic technique for identifying mirrors initially on content similarity, and subsequently on URL suffixes, is more effective.

Of these 37,367, 4,351 appear to be aliases, since the candidate host pairs match after deletion of a leading “www.” from the longer host name, despite resolving to non-intersecting
IP address vectors. From our observations, there are two reasons for this. First, our resolutions were performed over an extended period of time, during which a host’s IP address might have changed. Second, we observed some instances (e.g., www.symantec.com and symantec.com) in which one of the names resolved to a static IP address and the other resolved to a pool of IP addresses provided by a load-balancing service such as Akamai.

We choose to exclude auto-mirrors and host aliases from our evolution studies because any disagreement in such pages will be due only to time-skew. We chose to exclude unresolvable host names because many of the examples we found appeared to be probable aliases had they been resolvable.

We took a small, but hopefully representative, sample of hosts where the cluster based approach detected mirroring which was not borne out by the URLs. We split these samples into two classes based on whether a leading "www." would have made the hostnames match. In the 17 cases where the hostnames would have matched, we found identical content for different URLs in the same directories, however our crawl did not discover any URLs which differed in only the host component. Hand sampling showed that, had our crawl found such URLs, we would have been able to confirm mirroring. In our sample of the 5,542 other cases,
we did not find evidence of mirroring. Instead we found error messages from an open source content management system and a large cluster of documents containing markup referencing an image and only the words “Untitled Document,” and the like.

We found one very interesting counter-example to our mirror detection strategy, which was the discovery of independently published versions of the Bible, segmented into chapters. Both versions include line numbers, one version numbers the first line, while the other does not. Other than typographical errors, this is the only difference between versions.

As in figure 10, figure 11 shows us the absolute distribution of change rate in each mirror size range. Each bar is divided into 6 regions, corresponding to the following six change clusters, from top to bottom: complete change (0 common features), large change (1-28 common features), medium change (29-56 common features), small change (57-83 common features), no text change (84 common features), and no change (subset 85: 84 common features and a common checksum). The height of each region is indicative of the fraction of documents falling into a mirror of the appropriate size, and having a certain week-to-week change. We notice that mirrors of size 100-9,999 exhibit change rate distributions similar to clusters of corresponding sizes. We suspect that this may be an artifact of our methodology for identifying the size of a mirror. Every URL from a host belonging to a cluster is counted towards the overall size of the mirror. Therefore, if a host contains 100 documents from a cluster matching a single document from another host, this is counted as 100 mirrored documents for the given pair of hosts.

Figure 12, which is similar to figure 1, shows the distribution of mirror sizes in the first week. In accordance with our definition of a mirror, we only considered pairs of hosts sharing content for at least 10 URLs. Structurally, the graph is a powerlaw with some evident outliers in the region of 590 mirror elements. We are continuing to investigate the nature of these outliers.

Figure 13 is similar to figure 12, but shows the mirror size distribution for the last week of the PageTurner crawl (black points) superimposed onto that of the first week (light tan points). Similar to figure 2, the trend line of the last week has been vertically translated down by a tiny amount, reflecting the fact that some URLs that were live during the first week have subsequently become unreachable. Again, as in figure 2, the slopes of the two curves do not differ, indicating that the exponent of the power law distribution remained constant.

5 Conclusions

This paper describes a large-scale study on the prevalence and evolution of clusters of very similar (“near-duplicate”) web pages. It confirms Broder et al.'s observation of widespread duplication of web pages. In particular, we found that about 28% of all web pages are duplicates of some pages in the remaining 72%, and 22% are virtually identical. We examined the documents in the 20 largest clusters and categorized them.

The present study also examines the rate at which documents exit clusters, and found that clusters are fairly stable over time; clusters of intermediate size are generally the least stable. This finding has practical importance, since it implies that search engines do not need to perform frequent recrawls of any but one of the web pages in a cluster. Of course, omitting duplicate pages from a crawl will change the observed link structure; namely, the number of in-links of pages referred to by duplicate pages will decrease. It will also affect link-based
quality metrics; for example, the PageRank of a page will decrease if we omit duplicate pages referring to it. Although search engines could compensate for this (for example by adding "phantom links"), they might well decide not to do so, since replicated links can be viewed as multiple, colluding endorsements, which should count for less than independent endorsements. Either way, our techniques afford search engines a choice.

Finally, we investigated the relationship between cluster size and rate and degree of change. We found that documents in large clusters change less than those in smaller ones, and that documents in medium-sized clusters change the most. Combining this observation about medium-sized clusters with our previous observation about medium-sized clusters being the least stable implies that incremental web crawlers will sadly enough not be able to ignore documents in medium-sized clusters.

We have described our technique for mirror detection, contrasted it with previous techniques, and also presented salient statistics about the prevalence, stability, and rate of change of mirrored content. Mirroring is less common that simple clustering but exhibits many similar characteristics.
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